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ABSTRACT: 
 
On May 10, 1996, at approximately 1024 hours, Browns Ferry Unit 2 was 
operating at 100 percent power when the unit automatically scrammed on 
low reactor water level due to a runback of two of the three reactor feed 
pumps. This occurred while software parameter changes were being made on 
the newly installed digital feedwater control system. When the software 
parameter changes were made active (i.e., saved) a reinitialization 
sequence automatically occurred within the control software "block," 
which drove the feed pump speed demand signal to zero for a period of a 
few seconds. This resulted in a low reactor water level which caused 
various Engineered Safety Feature (ESF) and Reactor Protection System 
actuations. The cause of this event is inadequate design of the digital 
feedwater control system software. Specifically, the system will 
reinitialize its feed pump demand output signal to zero during software 



parameter changes in the digital feedwater control system in some Of the 
software blocks provided (5 of 380). This system characteristic was 
outlined by the vendor as eliminated from the software design and was not 
known to the BFN plant staff. Plant safety systems responded as expected 
for this type of event. This condition is reportable in accordance with 
10 CFR 50.73(a)(2)(iv) as a condition that resulted in manual or 
automatic actuation of ESFs. 
 
Reactor Core Isolation Cooling (RCIC) topped on high exhaust pressure 
during its startup transient. A design change implemented during the 
Unit 2 Cycle 8 refueling outage replaced the turbine exhaust check valve 
with a model having more reliability and leak tightness repeatability. 
The valve was also a lift check in lieu of a swing check which resulted 
in slightly higher operating exhaust pressure. Since the system did not 
function as required, RCIC was determined to be inoperable since the 
startup on April 24, 1996. Manual initiation of RCIC would not have 
resulted in the high exhaust pressure trip due to the different valve 
alignments and the timing of these manipulations. Therefore, the system 
was available for manual operation had it been needed. Following the 
successful completion of a rated-pressure flow test at normal operating 
pressure, RCIC was declared operable on May 15, 1996. This condition is 
also reportable in accordance with 10 CFR 50.73(a)(2)(i)(B) as a 
condition prohibited by the plant's technical specifications. 
 
END OF ABSTRACT 
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I. PLANT CONDITIONS 
 
At the time of this event, Units 2 and 3 were operating at 100 
percent power. Unit 1 was shutdown and defueled. 
 
II. DESCRIPTION OF EVENT 
 
A. Event 
 
On May 10, 1996, at approximately 1024 hours, Unit 2 
automatically scrammed on low reactor water level. The low 
water level resulted from a runback of two of the three reactor 
feedwater pumps [SK] which unexpectedly occurred while software 
parameter changes were being made in the digital feedwater 
control system [JB]. When the software parameter changes were 
made active in the control system, a reinitialization sequence 
automatically occurred which drove the feed pump speed demand 
signal to zero for a few seconds. 



 
This was followed by the system ramping the signal back up to 
the level appropriate for the current reactor conditions. This 
system output transient was too severe to maintain reactor 
water level within the prescribed range, and the reactor 
automatically scrammed when the vessel level reached +11.2 
inches. At -45 inches the High Pressure Coolant Injection 
(HPCI) system [BJ] and the RCIC system [BN] auto initiated and 
injected into the Reactor Coolant System. The RCIC 
subsequently tripped on high exhaust pressure. 
 
In addition to the above actuations, the scram caused 
actuations or isolations of the following Primary Containment 
Isolation System [JE] (PCIS) systems/components. 
 
o PCIS group 2, Shutdown cooling mode of Residual Heat 
Removal [BO]; Drywell floor drain isolation valve and 
Drywell equipment drain sump isolation valve [WP]. 
 
o PCIS group 3, Reactor Water Cleanup [CE]. 
 
o PCIS group 6, Primary Containment Purge and Ventilation 
[JM]; Reactor Zone Ventilation [VB]; Refueling Zone 
Ventilation (VA]; Standby Gas Treatment [BH] system; and 
Control Room Emergency Ventilation [VI]. 
 
o PCIS group 8, Transverse Incore Probe [IG] withdrawal. 
 
Plant safety systems responded as expected for this type of 
event. 
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RCIC turbine exhaust pressure during RCIC startup exceeded the 
turbine exhaust high pressure trip setpoint of 25 psig and RCIC 
tripped. TVA has determined that this condition resulted from 
the higher operating back pressure caused by the addition of a 
more reliable exhaust check valve during the preceding 
refueling outage and that RCIC had been inoperable since April 
24, 1996. Manual initiation of RCIC would not have resulted in 
the high exhaust pressure trip due to the different valve 
alignments and the timing of these manipulations. Therefore, 
the system was available for manual operation had it been 
needed. 1_/ 
 
The plant scram is reportable in accordance with 10 CFR 



50.73(a)(2)(iv) as a condition that resulted in manual or 
automatic actuation of an ESF. Additionally, inoperability of 
the RCIC is being reported in accordance with 10 CFR 
50.73(a)(2)(i)(B) as a condition prohibited by the plant's 
technical specifications. 
 
B. Inoperable Structures, components, or Systems that ContrIbuted 
to the Event: 
 
None 
 
C. Dates and Approximate Times of Major Occurrences: 
 
May 10, 1996, at 1024 Reactor scram on low water level 
(+11.2"). 
 
May 10, 1996, at 1025 RCIC turbine tripped on high exhaust 
pressure. 
 
May 10, 1996, at 1030 Scram was reset. 
 
May 10, 1996, at 1124 TVA made a 1-hour notification to NRC 
in accordance with 10 CFR 50.72 
(b)(1)(iv). A 4-hour report was made 
in accordance with 10 CFR 
50.72(b)(2)(ii). 
 
May 15, 1996, at 1515 LCO was exited after successful 
completion of a rated-pressure flow 
test at normal operating pressure, and 
RCIC was declared operable. 
 
_________________________ 
1_/ For further details of the RCIC isolation, see Section II.D. 
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D. Other Systems or Secondary Functions Affected: 
 
RCIC tripped on high turbine exhaust pressure during its 
startup transient. The higher exhaust pressure is attributed 
to a modification performed during the preceding refueling 
outage in which the turbine exhaust discharge check valve [CKV] 
was replaced with a model having more reliability and leak 
tightness repeatability. The valve was also a lift check in 
lieu of a swing check which resulted in higher operating 



exhaust pressure which exceeded the high turbine exhaust trip 
setpoint during the startup transient. Pressure drop across 
the new valve was larger than anticipated in the design 
primarily because turbine injection flow and steam flow peak 
significantly above their rated values during the startup 
transient when injecting into the vessel. A design change was 
subsequently implemented to raise the trip setpoint from 25 
psig to 50 psig, and RCIC was declared operable on May 15, 
1996, after successful completion of a rated-pressure flow test 
at normal operating pressure. 
 
E. Method of Discovery: 
 
The reactor scram and RCIC turbine trip were discovered when 
the control room Operations personnel [licensed, utility] 
received alarms and indicators that the reactor tripped due to 
a sensed low reactor water level condition and the RCIC turbine 
tripped on high exhaust pressure. 
 
F. Operator Actions: 
 
Once the reactor scrammed, Operations personnel responded to 
the scram in accordance with appropriate procedures, and the 
reactor was stabilized and safely brought to a shutdown 
condition. 
 
G. Safety System Responses: 
 
All safety systems responded to the reactor scram as designed 
for this type of event. 
 
III. CAUSE OF THE EVENT 
 
A. Immediate Cause: 
 
Reactor Scram 
 
The immediate cause of the reactor scram was the runback of two 
of three reactor feedwater pumps while the reactor was at full 
power. Reactor water level lowered to the scram setpoint in 
approximately 11 seconds. 
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RCIC Turbine Trip 
 



The immediate cause of the RCIC turbine trip was implementation 
of the design change which replaced the turbine exhaust check 
valve with one having higher flow losses. 
 
B. Root Cause: 
 
Reactor Scram 
 
The root cause of the reactor scram was inadequate design of 
the digital feedwater control system software. Specifically, 
the system is designed to be highly fault tolerant, and was 
specifically installed on Unit 2 to help reduce feedwater 
system related scrams and plant transients. However, a design 
weakness existed in the installed system in that five software 
blocks (i.e., logic functions performed by the computer) would 
automatically reinitialize to zero output after software 
changes were made. The system was understood by BFN personnel 
to have been designed so as to not have such a characteristic. 
 
RCIC Turbine Trip 
 
The root cause of the RCIC turbine trip was inadequate 
evaluation of the effect of the higher back pressure resulting 
from the valve replacement. The new lift check valve was 
designed and installed to improve containment leak rate 
performance and had been successfully used in the same 
application at other plants. While the increase in back 
pressure was small compared to the operating margin to the 
setpoint at steady state conditions, the increase became large 
enough during the startup transient to exceed the existing 
setpoint. The personnel directly involved in the design change 
were not aware that other plants had raised their high turbine 
exhaust pressure trip setpoint to 50 psig as part of a Boiling 
Water Reactor (BWR) Owners Group effort which prevented this 
issue from surfacing at other plants. The increased setpoint 
would have prevented the trip from occurring. 
 
As a result of NRC's review of the requirements for RCIC 
operability, NRC identified a failure to comply with the 
procedural requirements of the inservice inspection program 
following the replacement of the RCIC (and HPCI) exhaust check 
valves. The procedure requires that a full rated flow test be 
performed if the valves are replaced to ensure check valve 
functionality. A full flow test at 1,000 psig was initially 
scheduled to be performed. However, it was subsequently 
deleted because another full flow test at 150 psig pressure was 



scheduled to be performed as part of a scheduled surveillance 
test. The 150 psig flow test was performed and was evaluated 
as also meeting IST requirements, but no revision to the 
original 
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procedure requiring testing at 1,000 psig was made. 
 
C. Contributing Factors: 
 
Reactor Scram 
 
Existing BFN work control administrative practices are oriented 
to specifically address maintenance, modifications, and testing 
on plant hardware. Design, procurement, V&V, maintenance, and 
testing processes on systems which involve software are not as 
well defined. 
 
In addition, a weakness in communication between Engineering 
personnel [non-licensed, utility] and shift Operations 
personnel was noted. Specifically, Operations personnel were 
not aware the software parameter changes were being made at the 
time. 
 
RCIC Turbine Trip 
 
A contributing factor to the RCIC turbine trip was a difference 
between the rated turbine steam flow from original General 
Electric specifications ([Approximately] 28000 lbm/hr) used as 
a design assumption and the actual value of [Approximately] 
38000 lbm/hr. This further reduced the operating margin to the 
exhaust pressure setpoint. 
 
IV. ANALYSIS OF THE EVENT 
 
Reactor Scram 
 
Loss of feedwater flow due to feedwater control system failures 
(feedwater pump trips) is evaluated in the final safety analysis 
report as an abnormal operational transient. The ESF actuations and 
safety systems functioned as designed during the scram. Based on 
the review of the plant system and operator response, there were no 
operator or automatic actions which could have precluded this scram. 
There was insufficient time for the event to be diagnosed and manual 
control taken of the system before the scram occurred. Since the 



feedwater pump trips were bounded by the Final Safety Analysis 
Report, TVA concludes that this transient did not significantly 
affect plant safety, and the safety of plant personnel and the 
public was not compromised. 
 
RCIC Turbine Trip 
 
The RCIC system is not relied upon to mitigate design basis 
accidents and, therefore, failure of the system does not compromise 
core cooling. The safety systems designed for emergency core 
cooling with the reactor at high pressure are HPCI and Automatic 
Depressurization System in conjunction with Low Pressure Cooling 
Injection or Core Spray system. These systems were available 
throughout the time period L when RCIC was inoperable to ensure 
adequate core cooling. 
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Therefore, TVA concludes that plant safety was not adversely 
affected, and the safety of plant personnel and the public was not 
compromised as a result of these events. 
 
V. CORRECTIVE ACTIONS 
 
A. Immediate, Corrective Actions: 
 
Reactor Scram 
 
The reactor was brought to a stable condition and safely 
brought to a shutdown condition in accordance with the 
appropriate site procedures. 
 
RCIC Turbine Trip 
 
TVA issued a design change to adjust the switch trip setpoint 
prior to restarting the unit. Additionally, a static governor 
check was performed and minor adjustments made. On May 15, 
1996, a rated-pressure flow test was successfully conducted at 
system operating pressure and the RCIC was declared operable. 
 
B. Corrective Actions to Prevent Recurrence: 
 
Reactor Scram 
 
1. All 380 digital feedwater system software blocks have been 
checked on the BFN simulator subsequent to the scram to 



determine if other blocks could cause system perturbation 
when software parameter changes are made. Four additional 
deficiencies were identified. Prior to restart, the 
affected software blocks were modified to eliminate the 
problem. 
 
2. A vendor representative from the Foxboro Company evaluated 
the system for any additional problems. 
 
3. A memorandum was issued to Site Engineering personnel 
emphasizing that software parameters are design output and 
that changes to design output software require controls 
similar to those for hardware changes. 
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4. A BFN High Impact Team will be formed to evaluate current 
methods of designing, procuring, testing, training, and 
performing field work on equipment which utilizes 
software. The team will make recommendations to BFN 
management concerning appropriate changes to the current 
work control administrative practices. 2_/ 
 
5. The appropriate Engineering personnel were briefed on the 
management expectation that all changes to process 
controlling software be specifically communicated to 
Operations prior to implementation. 
 
RCIC Turbine Trip 
 
Appropriate personnel corrective actions have been taken with 
the individuals involved in the preparation of the design 
change. An independent engineering evaluation of the event has 
been performed and the results will be incorporated into the 
Site Engineering Training program. Additionally, these 
individuals have been briefed on management expectations with 
regard to complete and accurate technical evaluation of a plant 
design change, considering both design and actual system 
performance data. 
 
The procedural requirements for the inservice testing program 
will be strengthened with regard to control of testing 
activities. The changes will be completed by June 26, 1996. 
 
VI. ADDITIONAL INFORMATION 
 



A. Failed Components: 
 
None 
 
B. Previous LERs on Similar Events: 
 
Numerous events within the industry and at BFN have occurred 
regarding feedwater systems. However, the cause of this event 
is directly related to the specifics of the digital feedwater 
control system installed at BFN during the Unit 2 Cycle 8 
refueling outage. Hope Creek and Brunswick are the only other 
BWRs which have similar systems installed. No events similar 
to this have been experienced at either plant. 
 
_________________________ 
2_/ TVA does not consider this action a Regulatory Commitment. That 
is, this action is not required to restore compliance with obligations. 
Obligation means an action that is a legally binding requirement imposed 
through applicable rules, regulations, orders, and licenses. The TVA 
corrective action program will track completion of this corrective 
action. 
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VII. COMMITMENTS 
 
The procedural requirements for the inservice testing program will 
be strengthened with regard to control of testing activities. The 
changes will be completed by June 26, 1996. 
 
Energy Industry Identification System (EIIS) system and component codes 
are identified in the text with brackets (e.g., [XX]). 
 
*** END OF DOCUMENT ***  

 


